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In an interpersonal relationship, human emotion recognition plays an important role. Through facial 

expressions, speech, and hand gestures of the body, emotions are reflected. Interaction between 

human and machine communication has high importance for emotion recognition. It is only through 

effective communication, verbal or non-verbal, that these interactions can take place. In non-verbal 

communication, one of the essential means is emotion recognition, which helps discern the mood 

and state of the communicator. Emotions help to collaborate with machines making communication 

more natural. Selecting a facial database and the image used to extract facial features is one of the 

ways to compare. In applications involving human-computer interaction, and in image processing, 

recognizing emotion using images has emerged as a field to explore throughout. Human emotion 

recognition system includes the following components preprocessing and acquisition of image, 

feature extraction, classification, face detection, and then emotions are categorized the system gives 

the emotion on the video screen in real-time. In this system, the focus is on live real-time images 

the webcam captures. The systems include emotions like Happiness, Nervous, Surprise, Sadness, 

Fear, Anger and Disgust which are accepted by everyone.  
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1. Introduction 

Human communication relies heavily on language, It is augmented by a variety of expressive 

information in most encounters, including gestures, verbal inflections, and facial emotions. A 

significant aspect of our life is  interaction with the computer and human communication with 

mediated concept, and even if they still having the  lack the very basic skills for identifying 

and reacting to the non-verbal cues related with attitudes, emotions cases, and mental states 

that humans take for consideration alwayss in human communication and reasoning. Emotion 

Recognition is one of the essential non-verbal means by which the communication occurs, it 

helps recognize mood and state of a person.  Human emotions can be classified as etc. These 

emotions are very subtle and can vary from person to person. Using facial expressions 

recognizing emotion is a main feature, contempt, disgust, happy, anger, surprise, neutral 
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element human communication CNN have confirmed to be very beneficial in classification 

and pattern recognition. The dataset of human emotion could always be a very decent example 

to study the nature of classification algorithms and how they perform for different types of 

datasets. Emotion recognition also be taken through different mechanisms such as speech, 

facial expression, body gesture, etc. Around 55% of communication occurs through facial 

expressions, according to some psychologists. Emotion recognition system discover 

applications in numerous remarkable areas. Emotion recognition over facial expression is 

becoming widespread due its various applications like robotics where interaction between 

machines and humans is significant. In recent developments in robotics, human robots, the 

persistence of the need for a powerful expression recognition system is evident. Emotion 

recognition plays an important role in motion recognition and, in turn, helps in the design of 

meaningful or responsive human-computer interface (HCI). In addition to robotics and affect-

sensitive human-computer interface (HCI), the discovery of emotion recognition systems is 

used in many other fields such as telecommunications, educational software, video games, 

automotive safety, etc. 

HEIGHLIGHTS  

● To identify different emotions of a human being. 

● To determine whether people can certainly express emotions when they see they are 

cooperating with an emotion detecting computer. 

● To assess whether emotion detection can lead to developments in subjective and/or 

objective procedures of system usability. 

● Deliver Human Factors rules on the deployment of emotion recognition technology 

so that the developers can better meet the needs of true users. 

● To design a user-friendly interface that can be easily used by third party applications. 

Implementation of a model that can predict the results more accurately and can give better 

performance in decision making and speed.  

 

2. Literature Survey 

The problem is to remove the inefficiency and reduce the time required in feature extraction 

and labeling because the majority of machine learning algorithm need effective feature 

extraction for proficiently recognizing the emotion. Though, Manual process the feature 

extraction can take a lot of time and error prone process, Additionally, the manual 

categorization technique runs the risk of classifying emotions incorrectly, making it a 

challenging endeavour. 
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3.System Architecture and Methodology 

To address the aforementioned issue, the initial step is to do a face registration to collect the 

basic feature points needed to detect facial muscle movements. Due to the possibility of 

multiple rotations, the faces following the detection stage tend to be deteriorated in terms of 

identification accuracy. As a result, it is critical to create the image by gathering landmarks, 

which are the places of major muscle movements while producing a facial expression. The key 
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locations that determine the contraction of the face muscles are known as action units (AUs), 

and they include the eyes, brows, mouth, and nose. The motion or position information of the 

feature points is acquired in the feature extraction process to isolate the other characteristics 

that can detect face emotions. 

 

Fig.1.System block diagram 

The number of training example models was plotted by batch size. Instead of doing the hard 

work (computation or memory intensive) as a whole, ImageDataGenerator divides it into 

batches and works on it as a batch. This way, the parent function that calls the child function 

does not have to wait until the parent function has finished processing, but can be executed on 

the fly. It is not feasible to load a large data set into memory at the same time; If we create a 

generator data file, we can read the moving images when they are used for training. Keras 

provides a data generator for image data sets. The advantage of using ImageDataGenerator is 

that it will generate batches of augmented data. 

 

Fig.2.CNN diagram 

Face Detection from Image: Real time face data is recorded from the web browser and further 

sent to pre-processing.  

Facial Point Extraction from Image: The live video data is then pre-processed and facial points 

are extracted from Images.  
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Transformed facial points as features: The facial points are then transformed to features which 

would be used as data inputs for the machine learning model. 

Extract Emotion: Dataset containing emotions-based images are used to train the model. 

Different emotions like happy, sad, nervous, fear, angry, disgust, surprise. 

Machine Learning Algorithm: CNN algorithm is used which analyses images by taking input, 

transforming it and then outputting the results as it has filters which detect patterns like edges, 

shapes, objects, etc.  

Prediction Results: The predicted results are then displayed within the video input frame in 

real-time 

Dataset: The data consists of grayscale images of faces measuring 48x48 pixels. Each image 

is automatically recorded so that the faces are approximately centered and take up 

approximately the same amount of space. Each face is classified into one of seven categories 

based on the emotion shown by its facial expression (0 = angry, 1 = disgust, 2 = afraid, 3 = 

happy, 4 = sad, 5 = surprise, 6 = neutral). The training set contains 28,708 samples, while the 

public test set contains 3,579 samples. There are approximately 35,000 images in the data set 

showing different emotions, namely facial expressions of anger, happiness, sadness, neutrality, 

surprise, disgust, and fear. 

1.Angry faces emotion     
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2. Happy emotions 

 

3. Sad faces 

 

4. Angry faces 

 

• Artificial Neural Network – ANN 

 Artificial Neural Network (Models used in deep learning are called as ANN). ANN are 

computing systems that are inspired by the brain's neural network. These networks are based 

on collection of connected units called neurons which transmit and receive signals from each 

other. Neurons are organized in layers. 

• Input Layer 

• Hidden Layer 

• Output Layer (Neurons are basically some functions which perform calculations) 
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To Build an ANN we can use Neural Network API called as Keras. In Keras we can build 

sequential model. Keras defines this  sequential models as a linear stack of layers. (Neurons 

are also organized in layers) 

Dense -> Type of layer Dense(No. of neurons, Shape of data been passing into our model, 

activation funtion) 

Layers in an ANN:- 

• Dense (or fully connected) layers 

• Convolution Layers (can be used where model is with image data) 

• Pooling Layers 

• Recurrent Layers (can be used where model is with time series data) 

• Normalization Layers 

• Others.... 

CNN concept 

It is an ANN popularly used for analyzing images. They can also be used for other data analysis 

or classificatin problems. It picks out patterns and makes sense out of them making it is usefull 

in image analysis. CNN have convolutional layers (CL) which receives input, transforms it in 

someway and then outputs it. CL have filters which detect patterns like edges, shapes, objects, 

etc. 

A CNN is an algorithm which takes an input image, prioritises a few features or objects therein, 

and can discriminate between images. Preprocessing prerequisite in a CNN is much lesser than 

other classification algorithms. The design of a CNN is modelled by the association of the 

visual cortex and is analogous to the neuronal connection network in the human brain. One of 

a CNN's functions is to condense images into a format that is easier to interpret without losing 

details that are essential for accurate prediction. Planning an architecture that is not only 

effective at learning features but also scalable to large datasets requires consideration of 

this..The main CNN operations are convolution, pooling, batch normalization and dropout. 
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Fig 3.Conolution Neural Network 

The layers of convolutional-neural-network would be divided into mainly 3  types:  first one 

is convolutional,  second one is pooling and  third one is fully connected layers. Each and 

every layer  will be playing a different role. The architecture of CNN is depicted below   in 

Figure 3.  The convolutional layer is said be primary as the elementary developing block for 

CNN.  In CNN technology, it would be always critical to understand that layer parameters are  

being made up of a series of learnable filters or neurons. These filters have a small receptive 

field, but pass through the entire convolutional layer: the convolutional layer is known as the 

elementary building block of the input volume. In the pass-through process, each individual 

filter passes through the width and height of the CNN. In CNN technology, it is very crucial 

to  being to understand that the layer parameters are composed of with  set of input volumes, 

with the calculation of the dot product between the filter inputs and the input. Product of this 

of filters or learnable neurons. These filters would have a small receptive field, but they  would 

reach all the way. The calculation would be a two-dimensional activation map of that filter. In 

this way the network learns the filters through the input volume. In the pass-through process, 

each individual filter loops through the created width when it detects a particular feature type 

at a spatial location within the feature map input and input volume height, calculating the dot 

product from the filter inputs and the input. . 

The filter size represents the number of weights of the dimension [F × F × Cx]. Its size is 

determined by a chosen receptive field (F) and the feature map inputs that a neuron has 

connected to a region at the input. The convolutional layer has the advantage of depth (Cx) 

Pooling Layers: Pooling layers will be responsible for adjusting the width-by-height size by 

downsampling or subsampling because reducing the size results in a simultaneous loss of 

information, reducing the spatial size of the input volume for the subsequent convolutional 

layer without affecting the benefit of the network. The reduction becomes less computationally 

demanding as the information progresses toward the dimensional depth of the volume. The 

process performed by the pooling layer is also known as lower pooling layers and works 

against overfitting. The most common strategies used in sampling or subsampling because the 

decrease in size results in a simultaneous loss of information that pooling layer networks are 
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maximum pooling and average pooling. Theoretically complete the advantages of the network. 

The reduction will become to  lesser the  computational as the data progresses towards 

maximum pooling analysis and average pooling is generated, while in it subsequent pooling 

levels are shown to be maximal and also work against overfitting. The most common strategies 

used in pooling could be resulting in faster convergence of information, and the network  

which chooses the high-rank characteristics of pooling layer networks: maximum pooling and 

average pooling. Theoretically comprehensive in the image, thus improving generalization. 

Furthermore, the pooling layer has other variations, such as max pooling and average pooling 

analysis, while stochastic max pooling, spatial pyramid pooling, and def pooling have been 

shown to serve distinct purposes. 

 

4. Results   

As in the above image it can be  can see the two human faces. 

1) Depicting surprise emotion, sag, happy, neutral emtions 

Our work system in this project is able to precisely identify the human emotions showed by 

the below  faces 

Accuracy of the proposed system: 70.71% 

 

Fig 4. Differ types of emotions              Fig 5. Surprise and Happy emotions 

  

Fig 6. Fear and Angry faces                           Fig 7 . graph of training loss and validation loss 
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As in the above image it  can seem that the three human faces which are correctly recognized 

by the proposed system. 

1) Depicting sad emotion. 

2) Other two being neutral having normal facial expression / emotion. 

Our proposed system is able to precisely identify the human emotions showed by the  

above faces.The other two emotions i.e., fear and anger are depicted by the above faces which 

are also precisely identified by the proposed system. 

  

5. Performance Analysis 

The performance analysis  would be accuracy, precision, recall, and f_measure. Precision was 

the fraction of predicted labels that were correct. Precision recall  would be defined as 

 

where TP is the true positives rate, TN is the true negatives rate, FN is false negatives, and FP 

is false positives.  

Recall  is represented as  the fact that the fraction is of true positive instances to the sum of 

true positives and false negatives. Recall would be  defined as: 

 

Precisionn would be  represented  as fraction of true positive instances to all positive instances. 

Precision would be defined as: 

 

F_Measure represented the combination of precision and recall. F_Measure was defined as: 
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6. WEB UI 

 

Fig:3 Landing Page 

 

 

Fig: 4 About 

 

5. Conclusion 

As these computers and computer interfaces grow more embedded into our everyday lives, 

they emerge as a response to the need for computers to understand human speech as well as 

behavioral signs of emotions and mental states. Real-time face recognition allows for the 

identification of human faces, which may then be utilised for person identification and 

verification. 

Further, the expressions in facial pictures are important. By combining all of the advantages, 
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interpersonal contact between a human and a computer may be improved. By increasing the 

number of photos used during training, the accuracy of both face recognition and emotion 

detection may be enhanced. Our method is divided into three parts: feature extraction, face 

identification, and classification using machine learning techniques. The extraction of features 

was a critical component of the experiment. In this paper, we explore facial expressions for 

the detection of human emotions in live webcam video. 

By implementing this recognition technique, the majority of real-time concerns can be 

improved. Emotion recognition systems can be useful in real-world applications such as 

humanoid robots, security, and gaming. We examine the present status of emotion recognition, 

emphasizing its major accomplishments, take-home lessons, problems, and potential future 

prospects. 
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